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Abstract—Near-surface imaging with distributed sensor net-
works (DSN) is promising for planet exploration, which af-
fordably generates a near-surface velocity model. Recently, an
Eikonal tomography-based ambient noise seismic imaging (ANSI)
algorithm was implemented in a DSN to realize real-time and
in-situ near-surface imaging. However, only using data from
neighbors to generate a velocity map cannot have enough stacking
samples to generate high-quality results. Also, the neighbor range
increase will result in the exponential rise of communication
costs. To overcome this problem, we propose a new decentralized
Eikonal tomography algorithm in the DSN. The main idea is to
change the source-based algorithm to a receiver-based one, which
we call common receiver decentralized Eikonal tomography (CR-
TomoEK). With CR-TomoEK, nodes fully utilize signals from
neighbors to generate partial velocity maps, when combined, lead
to the final output. When compared with the original Eikonal
algorithm, the stacking number is significantly increased, output
quality is higher than before, and there is a significant reduction
in communication cost. We performed experiments on both
synthetic data and real data from the USArray Transportable
Array. Both imaging quality and communication cost are con-
sidered in the algorithm validation. The result shows that our
algorithm significantly increases the output quality while keeping
the communication cost safe to generate a real-time result.

Index Terms—Distributed computing, ambient noise, Eikonal
tomography, Near-surface imaging, sensor network.

I. INTRODUCTION

EAR-SURFACE imaging of other planets is a significant
Nchallenge in space exploration, but such information
is valuable in understanding the nature and resources other
planets have to offer. In 2018, the InSight Mission to Mars
started to collect seismic data, which gives us a chance to
improve our knowledge of Mars’s interior with geophysical
techniques [1]. The Europa Clipper mission, which would
conduct detailed reconnaissance of Jupiter’s moon Europa
and investigate whether the icy moon could harbor conditions
suitable for life, is planned for launch in the early 2020’s [2].
Thus, if we can generate a high-quality image of the near-
surface structure with seismic data, the scientific potential and
social impact will be significant and broad widespread [3]. In
Earth seismology, the typical approach involves gathering and
processing data at a data center. In this case, data transfer at
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seismic bandwidths (less than 100Hz) is usually not a major
problem; however, if we want an in-situ computation inside
the sensor network, we need to consider the data transmission
cost within the network [4], [5].

On other planets, two challenges are the facts that envi-
ronmental conditions can be extreme and the device must run
automatically without human operation. Utilizing a distributed
sensor network (DSN) [6], [7] could be a solution to this
problem: in this network, every node can be a unit with nec-
essary sensors and computers; using a decentralized algorithm
makes sure that a robust network which can operate without a
head node. All nodes collect and process data independently,
while communicating with each other in order to generates
a near-surfaces image. Fig. 1 sketches this planet exploration
sensor network. The mechanism can also be applied to other
topics such as hydrothermal and volcanic observation [8], [9],
mining safety monitoring [10], infrastructure monitoring [11],
and geophysical analysis [12], [13].
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Ambient noise propagates underground

Fig. 1. Near-surface exploration on other planets with ambient noise seismic
imaging process.

In this paper, we propose an algorithm named common re-
ceiver decentralized Eikonal tomography (CR-TomoEK) based
on ambient noise seismic imaging (ANSI), which is a widely
used technique in geophysics [14]. ANSI’s original intention
was to provide a near-surface image when the target area lacks
active sources, like earthquakes [15]. ANSI is a travel time
tomography method; however, instead of picking the arrival
time on the receivers raw data, it uses the cross-correlation re-
sult between two nodes to first estimate the Green’s functions,
which are effectively the seismograms produced by an impulse
source at one station recorded at the other, then picking the
travel time [16]. The tomography process is the inversion from
the travel time to the slowness (or velocity) of the material.

Eikonal tomography is an ANSI algorithm which only needs
data from neighboring points [17], [18]. This characteristic
makes Eikonal tomography suitable in a distributed system
[5]. Recently, researchers implemented Eikonal tomography
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in a DSN to obtain near-surface imaging [19]. However, data
from very short distances were not used, which is inefficient.
In addition to having a small data transmission range, the
stacking samples are also insufficient to generate precise
and high-quality results [14]. To address these challenges,
this paper investigates how to fully utilize the data from
neighboring nodes to perform high-quality ANSI computation
with constrained resources. We derive the proposed imaging
algorithm in detail and analyze the communication cost.
Extensive experiments have been done using synthetic data
generated with FMST package from i-earth [20] and real data
collected from EarthScope Transportable Array (USArray),
which records seismic data across the United States.

The main contributions of this paper can be summarized
as: i) A novel distributed Eikonal algorithm which generates a
near-surface image with the full utilization of signals from
neighbors, ii) a reduced-communication method for cross-
correlation between nodes that allows the system to generate a
high stacking sample result using less data transmission while
meeting bandwidth constraints, iii) the mathematical derivation
of the algorithm, iv) a checkerboard test and a real data test
to show the quantitative analysis of the image quality, error
to ground truth and communication costs compared to other
approaches.

II. RELATED WORK

ANSI is a widely used geophysical method for extracting
surface wave velocity maps. The method has been applied
worldwide including North America [21], Asia [22], Eu-
rope [23], and Australia [24].

Traditional ANSI algorithms consider the travel time inver-
sion as a matrix solution problem [25]. Although researchers
also perform ambient noise tomography with Monte Carlo
method [26]. In the traditional approach, all-to-all travel time
measurement is needed to construct a big matrix to describe
the problem. To improve the quality, an array of seismic
stations is utilized to gather information and treat all travel
time measurements together [18]. The quality of the output
depends on the number of sensors, the space between them and
the stacking number [27]. Although it can generate velocity
maps successfully, it requires a long time to arrange the
sensors, collect data and process data. The data processing
usually needs a high-performance computer cluster and takes
several days even months.

The first attempt to compute ANSI in DSN was made in our
previous work [19]. We proposed distributed Eikonal tomog-
raphy: the sink nodes generate partial maps with neighbors’
raw data, and they share the partial map to generate the final
map. In 2018, we improved all steps of ANSI to obtain a
complete system, including recording raw data, performing
distributed cross-correlation, calculating in-situ frequency-time
analysis, deriving travel time measurement, performing dis-
tributed Eikonal tomography and visualizing velocity maps
[28]. However, our previous approach has a limitation: the
conflict between the neighbor range and the output quality. If
the neighbor range is too small, the stacking samples of the
previous algorithm are low.

In this paper, we carefully re-design the distributed algo-
rithm of the Eikonal tomography. Instead of generating partial
maps independently in each sink node, we have partial maps
generated in a distributed way, and the load is balanced over
the whole network. To the best of our knowledge, this new
algorithm is the first algorithm that can be shown to have the
same theoretical quality as the centralized method.

III. DISTRIBUTED ALGORITHM DESIGN

The distributed Eikonal tomography implementation in-
cludes calculating travel time, solving the slowness (the inverse
of velocity) map with interpolation, and solving the consensus
velocity map with stacking. The quality of the final velocity
map depends on the stacking number and the accuracy of the
Green’s function measurement. The stacking number depends
on the active nodes and the imaging range. To explain our CR-
TomoEK clearly, we will cover the basic Eikonal tomography,
the network topology, data transmission, distributed interpola-
tion, and the final map generation, separately.

A. Eikonal ANSI framework

The basic Eikonal ANSI methodology involves: using seis-
mic sensors to measure the ambient noise; calculating the
cross-correlation of the signals with neighbors; performing a
frequency-time analysis to obtain travel-time measurements of
the ambient noise signal; spatial interpolation to generate a
travel time surface; solve the first-order gradient of the travel
time surface to get a single slowness; stack the slowness maps
and solve the reciprocal of slowness to build velocity maps. In
this paper, we mainly focus on how to improve the distributed
Eikonal tomography and reduce the communication cost. The
workflow is shown in Fig. 2.
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Fig. 2. Workflow of the proposed distributed Eikonal tomography.
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The Eikonal tomography is an interpolation-based method.
It does not need an initial model of the medium for computing,
and only needs the travel times between each pair of stations.
The gradient of the travel times provides information about
local directions and the travel speed of the waves. Hence,
deriving phase velocity maps is possible. This attribute makes
Eikoneal tomography suitable to be implemented in a dis-
tributed way. The Eikonal tomography is not as accurate as
of the other iterative inversion method like full waveform
inversion. However, if we want a more detailed structure, the
Eikonal result could be a good initial model of the iterative
inversion method.

Define (rj;r) as the travel time for positions r relative to
a node r;. The Eikonal equation [18] is based on the solution
of the Helmholtz equation:

r2Ai(r).
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At high frequencies, when the right-hand term is small
enough, we drop the second term on the right-hand side of
equation 1, we can get:

ki
ci(r)

where, Cj is the phase velocity for event i at position r. Ri is
the unit wave number vector for the event i at position r. !
is the frequency, and A is the amplitude of an elastic wave
at position r. The gradient is computed relative to the field
vector I. It is clear that the slowness only depends on the
local gradient on r.

In the isotropic model, to reduce the errors, a mean slowness
Sop and standard deviation s, are calculated to obtain the
isotropic phase speed, following:
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where N is the stacking number. If we have enough stacking
numbers, we can use the elliptical-anisotropic wave equation
to measure the anisotropic phase wave velocity [29]. S; de-
notes the distribution of slowness measurements. The isotropic
phase speed Cp, and its uncertainty ., are calculated as:

1
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B. Network topology

In the centralized TomoEK, all-to-all cross-correlation is
needed. The generation of every single slowness map involves
the information of all nodes. The network topology of the
centralized method is shown in Fig. 3(a). The red circle is
the virtual source node; green and yellow nodes are receivers.
To get the travel time measurement, all receivers are active
nodes that send their raw data to the virtual source node. In
Eikonal tomography, there are minimum travel time constraints
that the short travel time will be discarded due to concern
uncertainty. This process result in a blank area around the
virtual node, the imaging area is the pink square except the
blank circle. The previously distributed Eikonal tomography
collect the neighbors’ data to source node, we call it common
source Eikonal tomography (CS-TomoEK). The faraway nodes
are ignored, the single slowness map is turned to be partial
slowness map [19]. The network topology of CR-TomoEK is
shown in Fig. 3(b), where the imaging area is a ring. The
network topology of the common receiver cluster distributed
method is shown in Fig. 3(c). We consider the red circle and
purple circles as the cluster head nodes (or sink nodes) of the
DSN, which is the backbone of the whole sensor network.
Each small circular area is a cluster headed by one sink node.

Same as the Fig. 3, the green nodes are receivers, and
the red node is the virtual source. The difference is that,

Active receiver nodes
Inactive receiver nodes
O Virtual source node
O Receiver cluster heads

— Backbones
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Fig. 3. (a) Network topology for the centralized solution of the Eikonal
equation. (b) Network topology for the virtual common source cluster solution
of the Eikonal equation. (c) Network topology for the common receiver cluster
solution of the Eikonal equation.

in the common receiver cluster, the radius of the cluster
can be smaller because it avoids the minimum travel time
constraints inside the cluster. We will explain the detail of
this in the cross-correlation section. The CR-TomoEK can
be implemented with a minimum connected dominate set
(MCDS) where the range of the cluster could be limited in
the one hoc transmission range of the routing device [30].

The source-receiver a distance will limit the construction
of a deeper velocity map. This is another reason that we use
CR-TomoEK. In CS-TomoEK, the source-receiver distance is
limited in one hoc routing. But in CR-TomoEK, we send the
source data more than one hoc. It means we have a longer
source-receiver distance. With CR-TomoEK, we will have a
deeper result than CS-TomoEK.

C. Optimized data transmission and communication

One important innovation of CR-TomoEK is that we can
optimize the data transmission with common receiver clusters.
In this section, we give the theoretical data transmission
volume in common source clusters and common receiver
clusters to show the advantage of common receiver clusters.
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Fig. 4. Framework of common source cluster based Eikonal tomography.

Fig. 4 shows the data transmission in the common source
cluster. We define node Rjj as the jth receiver node belong to
the cluster i, S; is the cluster head node and also the virtual
source node. Since this is a common source cluster, the data
inside the cluster is sent to the cluster head node. The data
received by S; should be:

Drecv(Si) = Dsent(Ri1; Riz; i3 Rij; i)

= Draw(Ri1; Riz; i Rij i0):
As shown in Table. I, the raw data only exchanged inside
the cluster. Once the S; received all data from receiver nodes,

it starts to calculate the slowness map S(S;). In the next stage,
S1 shares the slowness map with S, and S3. The final map is
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