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\textbf{ABSTRACT}

We consider the decentralised consensus optimization problem in this paper. A fast decentralised gradient-based algorithm is proposed for a general class of problems with convex and differentiable objective functions. The developed method guarantees that all the nodes in the network would reach consensus on the global variable eventually. Based on the proposed decentralised algorithm, a broadcast-based protocol is designed, which is capable of providing solution for real-time in situ seismic imaging. Extensive numerical experiments on both synthetic and real sensor network seismic data sets validate the superior efficiency of the proposed algorithm over the other benchmarks.
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\caption{It is the architecture of the seismic tomography in sensor networks.}
\end{figure}

\section{1. Introduction}

In this paper, we study the decentralised consensus optimization problem such that a network of nodes collaboratively optimise an objective consisting of summation of local functions (hold in each node). The solution methodology can be utilised to a class of practical applications such as in situ seismic tomography in large-scale sensor networks.

The state-of-art of seismic imaging involves collecting the raw seismic data from sensors to data loggers then manually retrieving data for post processing which may take months to complete.[1] However, it is highly desirable to have the capability of imaging in real-time since the time scales of geological hazard mitigation can be tens of minutes. Recent sensor network technology has matured to the point where it is now possible to deploy and maintain large networks for real-time data acquisition.[2] However, existing tomography algorithms cannot be easily implemented in sensor networks because they rely on centralised algorithms and require transmission of huge amount of data over the network, which is infeasible due to severe bandwidth limitations. We are thus motivated...
to propose a paradigm-shifting decentralised framework for real-time in situ seismic tomography (Figure 1).

The principle employed for seismic tomography in this paper is travel-time seismic tomography, which consists of three steps (Figure 2).[3]

1) Event location. After certain seismic event occurs, the nodes detect and then determine arrival times, which are used to estimate the source location and origin time (Figure 2(a)).

2) Ray tracing. At each sensor node, ray tracing is performed to find the rays travel from the seismic event sources to the receivers (sensor nodes) based on the underlying reference velocity model (Figure 2(b)).

3) Tomographic inversion. The traced ray paths are used to perform a reconstruction of the velocity structure within the volcano (Figure 2(c)).

In this paper, we focus on the third step (tomographic inversion), which is the most computationally-intensive and time-consuming aspect of seismic tomography (assuming the first two steps are already done).

In recent years, a great volume of research has been conducted in distributed convex optimization. It has huge potential in modelling and algorithmic design for decentralised big data computing problems, which aims to reduce the computation and communication burdens.[4] The problem in this paper has a general form and can be expressed as follows.

$$\min_{x \in \mathbb{R}^n} F(x) := \sum_{i=1}^{P} F_i(x) \quad (1)$$
where \( p \) nodes are in the network and they need to collaboratively estimate the model parameters \( x \). Each node \( i \) locally holds the function \( F_i \) and can communicate only with its immediate neighbours.

In the present work, we propose a decentralised computing scheme that every node or agent in the network estimates the global variable by using local private data and communicating with direct neighbours (neighbours within its radio communication range). The developed framework enjoys the features such as: computation and communication balanced, multi-hop communication free, fault-tolerant and privacy-preserving, etc. Furthermore, this kind of decentralised mechanism is scalable and capable of solving a huge class of big data computing problems.

This paper is organised as follows. In the remaining context of this section, we survey the related work, summarise our key contributions and introduce the notations and assumptions. In Section 2, we derive and interpret the design of the proposed fast decentralised consensus algorithm. Section 3 shows the main convergence results in the present work. In Sections 4 and 5, the proposed algorithm is applied to the problem of seismic tomography and we conduct extensive numerical tests on synthetic and real world seismic data sets to demonstrate the practical performance of the proposed algorithm. Section 6 concludes the paper.

1.1. Related work

Much attention has been paid to fully distributed (decentralised) consensus optimization problem, especially in applications like distributed machine learning, multi-agent optimization, etc. Several algorithms have been proposed for solving general convex and (sub)differentiable functions. Considering the problem in (1), (sub)gradient-based methods have been proposed,[5–10] However, it has been analysed that the aforementioned methods can only converge to a neighbourhood of an optimal solution in the case of fixed step size.[11] Modified algorithms have been developed in [9,10], which use diminishing step sizes in order to guarantee to converge to an true solution. Other related algorithms were discussed in [12–18], which share similar ideas. The D-NC algorithm proposed in [10] was demonstrated to have an an outer-loop convergence rate of \( O(1/k^2) \) in terms of objective value error. The rate is same as the optimal centralised Nesterov’s accelerated gradient method and decentralised algorithms usually have slower convergence rate than the centralised versions. However, the number of consensus iterations within outer-loop is growing significantly along the iteration. Shi et al. [19] developed a method based on correction on mixing matrix for DGD method [11] without diminishing step sizes.

The algorithms mentioned above are based on synchronous models. Distributed optimization methods for asynchronous models have been designed in [20–22]. However, it is worth noting that their convergence rates are usually slower than the counterparts in synchronous models.

1.2. Contributions

Our key contribution is three-fold. First, we develop a fast gradient-based method for solving the decentralised consensus optimization problem. Second, we provide a general framework, which can be used for algorithmic design in decentralised consensus problem. Third, we develop a protocol for the problem of seismic tomography in sensor networks based on the proposed decentralised algorithm. The protocol is demonstrated to be a promising approach for real-time in situ seismic imaging.

1.3. Notations and assumptions

Notation: Let \( x \in \mathbb{R}^{np \times 1} := \left[ x_{(1)}^T, x_{(2)}^T, \ldots, x_{(p)}^T \right]^T \), where \( x_{(i)} \) is a column vector containing local estimate of common interest \( x \) at node \( i \). Similarly, define \( F(x) = \sum_{i=1}^{p} F_i(x_i) \) and \( \nabla F(x) \in \mathbb{R}^{np \times 1} := \left[ \nabla F_1(x_{(1)})^T, \ldots, \nabla F_p(x_{(p)})^T \right]^T \), where \( \nabla F_i(\cdot) \) denotes the gradient of function \( F_i \). Symbol \( \otimes \) denotes the kronecker product. \( z, y, v \) are auxiliary variables that have the same dimension and structure as \( x \).
Assumption 1.1: Define the optimal value of (1) as \( F^* := \inf_{x \in \mathbb{R}^n} F(x) \) and the solution set as \( X^* := \{ x \in \mathbb{R}^n : F(x) = F^* \} \). We assume \( X^* \) is non-empty.

Assumption 1.2: Every local objective function \( F_i, \forall i \) is convex and smooth.

Assumption 1.3: The gradient of local objective function \( \nabla F_i, \forall i \) is Lipschitz continuous with constant \( L_i > 0 : \| \nabla F_i(x) - \nabla F_i(y) \| \leq L_i \| x - y \| \).

Assumption 1.4: Assume the network is connected and we have some mixing matrix \( W \) such that \( W \) is symmetric stochastic matrix, where \( W_{ij} \in (0, 1) \) denotes the mixing parameter between node \( i \) and \( j \) if \( (i, j) \) are immediate neighbours. \( W_{ij} = 0 \) if \( (i, j) \) are not neighbours.

Assumption 1.5: The gradient of local objective function \( \nabla F_i, \forall i \) is bounded by some non-negative constant \( B \geq 0 \), i.e. \( \| \nabla F_i \| \leq B \).

Note that the assumptions adopted above are common for analysis of decentralised optimization problem.\cite{10,11}

2. Algorithm design and interpretation

In this section, we first describe the proposed decentralised consensus algorithm and then we show the idea and interpretation of the algorithm design.

2.1. Algorithm design

The proposed iterative method is described in Algorithm 1 where \( k \) indexes the iteration round.

Algorithm 1: Fast Decentralised Consensus Algorithm (FDC)

1. Initialize \( z(-1) = 0 \) and arbitrary \( x(-1) = x(0) = v(0) \). Construct an average mixing matrix \( \tilde{W} \). Let \( \overline{W} := \frac{1}{2} (I + W^T) \) and \( \tilde{W} := W^\gamma \), where \( \gamma = \left[ \frac{\log 2}{\log \mu} \right], \theta_j = \frac{2}{j+1} \) and initialize \( j = 0 \). Select scalar parameter \( \kappa_{\min} \).

2. for \( k = 1, 2, \ldots \), do

3. if \( j > \kappa_{\min} \) then \( j = 1 \); else \( j = j + 1 \).

4. end for

5. Output \( x(k) \).

In Algorithm 1, \( L = \max \{ L_i \} \) where \( L_i \) is the lipschitz constant of local objective \( F_i \) of node \( i \). \( \mu \) is the second largest singular value of mixing matrix \( W \). Detail selection of matrix \( W \) will be discussed later. The dimension of the identity matrix \( I \) equals to the size of decision variable \( x \) (i.e. \( I \in \mathbb{R}^{n \times n} \) in our setting).

2.2. Design of mixing matrix \( W \)

An important set-up is the design of the mixing matrix \( W \). Although Assumption 1.4 only requires \( W \) matrix to be symmetric stochastic, it could actually impact the performance of the algorithm.\cite{23,24}

There are several off-the-shelf designs for mixing matrix \( W \) in \cite{9,11,15,23–25}. However, there is no general rule for determining the best \( W \) in decentralised consensus optimization problem. We adopt the Metropolis–Hastings matrix in \cite{23,24} here since it is easy to implement and has good performance in general. It is described as follows.

\[
\begin{align*}
\tilde{z}(k - 1) &= z(k - 2) + \left( (\tilde{W} - \tilde{W}) \otimes I \right) x(k - 2) \\
\tilde{y}(k) &= (1 - \theta_j) x(k - 1) + \theta_j v(k - 1) \\
\tilde{x}(k) &= (\tilde{W} \otimes I) \left[ y(k) - \frac{1}{\mu} \nabla F(y(k)) \right] - z(k - 1) \\
\tilde{v}(k) &= x(k - 1) + \frac{1}{\theta_j} (x(k) - x(k - 1))
\end{align*}
\]
\[ W_{ij} = \begin{cases} 
\frac{1}{\max\{d_i, d_j\} + 1} & \text{if } j \in \mathcal{N}_i \text{ and } j \neq i \\
1 - \sum_{j} \frac{1}{\max\{d_i, d_j\} + 1} & \forall j \in \mathcal{N}_i \\
0 & \text{otherwise} 
\end{cases} \] (3)

where \(d_i\) and \(d_j\) are the degrees of the neighbour sets \(\mathcal{N}_i\) and \(\mathcal{N}_j\), respectively.

### 2.3. Optimality condition of problem (1)

Before performing analysis on the proposed algorithm FDC, we provide the condition of the optimal solution of problem (1) in the following theorem.

**Theorem 2.1:** If the sequence \(\{x(k)\}\) generated by FDC converges to a limiting point \(x^* := \lim_{k \to \infty} x(k)\), then \(x^*\) is consensual such that \(x^*_1 = x^*_2 = \cdots = x^*_p\) and \(\{x^*_i\}, \forall i\) is an optimal solution of consensus optimization problem in (1).

**Proof:** We utilise the result (Proposition 2.1 in [19]) and prove the theorem by showing FDC algorithm satisfies the consensual and optimality conditions in [19]. Without loss of generality, we assume the dimension of decision variable \(n = 1\). Now take the difference of \(x(k)\) and \(x(k - 1)\) according to (2c) we can have:

\[ x(k) - x(k - 1) = \hat{\mathbf{W}} \left[ y(k) - \frac{1}{L} \nabla \mathbf{F}(y(k)) - y(k - 1) + \frac{1}{L} \nabla \mathbf{F}(y(k - 1)) \right] - (z(k - 1) - z(k - 2)) \] (4)

We assume for now that \(x(k)\) converges to \(x^*\) as \(k \to \infty\). Based on (2a), (2b) and (2d), (4) is equivalent to:

\[ x^* - x^* = 0 - \tilde{\mathbf{W}}x^* = 0 \] (5)

which implies that \(\mathbf{W}^T x^* = x^*\). It is straightforward to see that \(x^*\) should be consensual. Next, when \(k \to \infty\), (2c) becomes:

\[ x^* = \hat{\mathbf{W}} \left[ x^* - \frac{1}{L} \nabla \mathbf{F}(x^*) \right] - \sum_{t=0}^{\infty} \tilde{\mathbf{W}}x(t) \] (6)

Since \(\hat{\mathbf{W}}x^* = x^*\), (6) implies that:

\[ \hat{\mathbf{W}} \nabla \mathbf{F}(x^*) = -L \sum_{t=0}^{\infty} \tilde{\mathbf{W}}x(t) \] (7)

Left-multiply \(1^T\) to both sides of (7) yielding (using the definitions of \(\hat{\mathbf{W}}\) and \(\tilde{\mathbf{W}}\)):

\[ 1^T \nabla \mathbf{F}(x^*) = 0 \] (8)

This is indeed the optimality condition of the decentralised consensus problem. \(\square\)

The above theorem indicates that if the sequence generated by FDC can converge to a limiting point, then it is assured that FDC can converge to the optimal solution of the decentralised consensus problem in (1). In the convergence analysis section later, we will demonstrate that FDC is proved to meet the condition and can eventually provide the optimal solution of (1).

### 2.4. Interpretation of FDC method (Algorithm 1)

In this section, we discuss the rational and derivation of our proposed algorithm design. To solve the problem in (1) in a decentralised manner, the consensual formulation can be expressed as:

\[ \min_{\mathbf{x} \in \mathbb{R}^P} \mathbf{F}(\mathbf{x}) : \mathbf{Wx} = \mathbf{x} \] (9)
The constraint requires $x$ to be consensual due to the property of the mixing matrix $W$. Assume $W$ is symmetric and $U$ is symmetric such that $U^2 = I - W$. Then $Wx = x$ if and only if $Ux = 0$ holds. The problem in (9) is thus equivalent to:

$$\min_{x \in \mathbb{R}^p} F(x) : Ux = 0$$ (10)

Note that problem in (10) contains the exact consensus constraint. We first convert (10) into an equivalent unconstrained composite optimization problem as follows.

$$\min_{x \in \mathbb{R}^p} F(x) + G(x)$$ (11)

where $G(x)$ is an indicator function such that:

$$G(x) = \begin{cases} 0, & \text{if } Ux = 0; \\ +\infty, & \text{else.} \end{cases}$$ (12)

If we apply the reformulated proximal-gradient method (FISTA) in [26], it has the following procedures:

$$y(k) = (1 - \theta_k)x(k - 1) + \theta_kv(k - 1)$$ (13)

$$x(k) = \arg\min_s \left\{ G(s) + \frac{1}{2} \| s - (y(k) - t_k \nabla F(y(k))) \|_2^2 \right\}$$ (14)

$$v(k) = x(k - 1) + \frac{1}{\theta_k} (x(k) - x(k - 1))$$ (15)

Notice that (13) and (15) are the same as (2b) and (2d). Based on the definition of $G(x)$, (14) can be converted to the following constrained optimization problem:

$$x(k) = \arg\min_{s : Us = 0} \left\{ \frac{1}{2} \| s - (y(k) - t_k \nabla F(y(k))) \|_2^2 \right\}$$ (16)

the update of $x(k)$ can be done by a projection operation as follows.

$$x(k) = P_\Omega (y(k) - t_k \nabla F(y(k)))$$ (17)

where the subspace $\Omega = \{ x \in \mathbb{R}^p : Ux = 0 \}$, which is the nullspace of matrix $U$. From the following theorem we can know the ‘ideal’ projection matrix.

**Theorem 2.2:** Denote the projection matrix in (17) as $P^*$, then we have $P^* = 11^T / p$, where $1$ is the column vector with all ones.

**Proof:** Please refer to Appendix 1 for the detailed proof. \qed

**Discussion:** From a sensor network point of view, Theorem 2.2 indicates that in each iteration, every node needs to obtain the exact average of all the nodes’ values. The key challenge here is how to design a scheme to approximate the exact average situation. In the seismic tomography problem we focus on, communication is more expensive than computation, it is favourable to perform communication as less as possible. To this end, we first use a mixing matrix $\hat{W}$ to replace $P^*$ in (17) and then we add a correction term (i.e. $z(k - 1)$, see (2a) and (2c)) to compensate the ‘inexact projection’ caused by using $\hat{W}$. This ‘correction term’ idea is similar to the one used in the EXTRA method in [19]. Notice that in our proposed FDC algorithm, within each outer iteration, $\gamma$ (where $\gamma$ is a small positive value) rounds of consensus communication are performed and the communication is carried out only among local neighbours. Multiplying mixing matrix $W$ once means a set of operations that every node sends out its current estimates to its neighbours, receives from neighbours and then mixes with neighbours’s
In this section, we investigate the convergence behaviour of the proposed algorithm.

Recall our goal is solving (1) in a decentralised fashion. We thus formulate a consensus optimization problem in (9). An optimal solution of (9) should be consensual and minimizing the objective function in the same time. Hence two important measures must be considered for analysing our algorithm:

- **consensus measure**: it measures how close every node in the network reaches the consensus solution.
- **optimality measure**: it determines whether the consensual solution is an optimal solution of the problem.

In order to analyse the aforementioned measures, we define the following quantities: 
\[ x(0)(k) = x_i(k) - \frac{1}{n} \sum_{i=1}^{n} x_i(k) \quad \text{and} \quad \hat{x}(k) = [\hat{x_{(1)}}(k)^T, \hat{x_{(2)}}(k)^T, \ldots, \hat{x_{(p)}}(k)^T]^T. \]

The convergence results regarding the consensus and optimality are summarised in the following two theorems.

**Theorem 3.1**: Consider the sequence \( \{x(k)\} \) generated by Algorithm 1. Then the quantity \( \hat{x}(k) \) follows that \( \lim_{k \to \infty} \| \hat{x}(k) \| = 0 \). That is, the solution \( \{x(0), \forall i\} \) converges to a same consensual solution.

**Proof**: The quantity \( \hat{x}(k) \) can be considered as ‘disagreement’ since it shows how mutually apart the solutions of different nodes are. By tracking the disagreement iterates, we can measure the consensus among the nodes. We assume the dimension \( n = 1 \) here to simplify the proof. The proof can be extended to case \( n > 1 \).

To begin the proof, from (2a), we can have:
\[
z(k - 1) = \sum_{t=0}^{k-2} (\bar{W} - \hat{W}) x(t) \quad (18)
\]

Now plug (18) into (2c) and also based on (2b) and (2d), we can obtain the following:
\[
x(k) = \hat{W}y(k) - \frac{1}{L} \hat{W} \nabla F(y(k)) - z(k - 1)
\]
\[
= (1 - \theta_k) \hat{W}x(k - 1) + \theta_k \hat{W}v(k - 1) - \sum_{t=0}^{k-2} (\bar{W} - \hat{W}) x(t) - \frac{1}{L} \hat{W} \nabla F(y(k))
\]
\[
= \frac{2k - 1}{k + 1} \hat{W}x(k - 1) + \frac{2 - k}{k + 1} \hat{W}x(k - 2) - \sum_{t=0}^{k-2} (\bar{W} - \hat{W}) x(t) - \frac{1}{L} \hat{W} \nabla F(y(k))
\]
\[
= t_k \hat{W}x(k - 1) + (1 - t_k) \hat{W}x(k - 2) - \sum_{t=0}^{k-2} (\bar{W} - \hat{W}) x(t) - \frac{1}{L} \hat{W} \nabla F(y(k)) \quad (19)
\]

Here we replace \( \theta_j \) with \( \theta_k \) (the version without restart scheme, it will not affect the convergence results) to simplify the notation. Also we define \( t_k = \frac{2k - 1}{k + 1} \).

Subtracting the updating rule of \( x(k + 1) \) (deducted from (19)) with (19) yields:
\[
x(k + 1) - x(k) = t_{k+1} \hat{W}x(k) + (1 - t_{k+1} - t_k) \hat{W}x(k - 1) - (1 - t_k) \hat{W}x(k - 2)
\]
\[
- \left( \bar{W} - \hat{W} \right) x(k - 1) + \frac{1}{L} \hat{W} \left[ \nabla F(y(k)) - \nabla F(y(k + 1)) \right] \quad (20)
\]
At this point, left-multiply both sides of the above equation by $(I - P^*)$ where $P^*$ is the ideal projection matrix denoted in Theorem 2.2. The left-hand part then becomes $\tilde{x}(k + 1) - \tilde{x}(k)$ by definition. To cope with the right-hand side, we first derive some equalities. Let $\hat{W} = \tilde{W} - P^*$ and $\hat{W} = \overline{W} - P^*$, combining the definitions of $P^*$, $\tilde{W}$ and also Assumption 1.4 ($W$ is doubly stochastic matrix), it follows that:

$$(I - P^*)\tilde{W} = \hat{W} = \tilde{W}'(I - P^*); (I - P^*)\overline{W} = \hat{W} = \tilde{W}'(I - P^*)$$

Equation $(I - P^*)\hat{W} = \tilde{W}'$ can be obtained as follows.

$$(I - P^*)\hat{W} = \tilde{W} - P^*W' = \hat{W} - (P^*W)W'^{-1}$$

$$= \tilde{W} - P^*W' = \hat{W} - (P^*W)W'^{-2}$$

$$\cdots$$

$$= \tilde{W} - P^* = \tilde{W}'$$

$(21)$

$\tilde{W}' = \tilde{W}'(I - P^*)$ can be proved by showing $\tilde{W}'P^* = 0$:

$$\tilde{W}'P^* = (\tilde{W} - P^*)P^* = P^* - P^* = 0$$

The equalities regarding matrix $\tilde{W}$ can be obtained in a similar manner.

Based on the above properties, we can have:

$$\tilde{x}(k + 1) - \tilde{x}(k) = t_{k+1}\tilde{W}'\tilde{x}(k) + (1 - t_{k+1} - t_k)\tilde{W}'\tilde{x}(k - 1) - (1 - t_k)\tilde{W}'\tilde{x}(k - 2)$$

$$- (\tilde{W}' - \tilde{W})\tilde{x}(k - 1) + \frac{1}{\ell}\tilde{W}'[\nabla F(y(k)) - \nabla F(y(k + 1))]$$

$(22)$

In a matrix form, the dynamics of the disagreement $\tilde{x}(k)$ can be expressed as follows.

$$\begin{bmatrix} \tilde{x}(k + 1) \\ \tilde{x}(k) \\ \tilde{x}(k - 1) \end{bmatrix} = \begin{bmatrix} I + t_{k+1}\tilde{W}'(2-t_{k+1} - t_k)\tilde{W}' - \tilde{W}'(t_k - 1)\tilde{W}' \\ I \\ 0 \end{bmatrix} \begin{bmatrix} \tilde{x}(k) \\ \tilde{x}(k - 1) \\ \tilde{x}(k - 2) \end{bmatrix} - \frac{1}{\ell}\tilde{W}'[\nabla F(y(k + 1)) - \nabla F(y(k)))]$$

$(23)$

Note that $(23)$ is the state equation for the dynamics of vector $[\tilde{x}(k + 1)^T, \tilde{x}(k)^T, \tilde{x}(k - 1)^T]^T$. Hence instead of directly tackling $\tilde{x}(k)$, we will be bounding the norm of the ‘augmented’ vector to prove the consensus result of the theorem. Refer to appendix for remaining details of the proof.

**Theorem 3.2:** Let all assumptions hold. The sequence $\{x(k)\}$ generated by Algorithm 1 converges to a limiting point $x^*$ such that $(x^*_i, \forall i)$ is the same point in the optimal set $X^*$ of $(1)$.

**Proof:** Theorem 2.1 indicates that once the solution generated by FDC becomes consensual, it should also be an optimal point of the consensus optimization problem. Together with Theorems 3.1 and 3.2 can be verified accordingly.
4. Application to in situ seismic tomography

In previous, we have discussed the design and analysis of the proposed fast decentralised consensus algorithm. In this section, we illustrate a motivating application – in situ seismic tomography and demonstrate how the FDC method fits into it.

The traditional centralised travel-time tomography inversion problem is to solve a linear system of equations:

$$Ax = b$$  (24)

where \(A\) matrix contains the ray information from the source to the receiver. Vector \(b\) is constructed using travel-time information. \(x\) is the vector to be estimated, which stores the slowness value (reciprocal of velocity) in each block. The inversion problem is equivalent to finding the least-squares solution \(x\) such that,

$$x = \text{arg min}_x \|Ax - b\|^2$$  (25)

In fact, the above system (24) is usually inconsistent since vector \(b\) is noise-corrupted. Thus, regularisation technique leveraged to better reconstruct the tomography (the regularisation term can vary, we use Tikhonov regularisation here since it is the most popular one in seismic inversion problem):

$$\min_x \frac{1}{2}\|Ax - b\|^2 + \lambda^2 \|x\|^2$$  (26)

Notice that problem (26) can be decomposed since the ray information and travel-time information in \(A\) and \(b\) are originally generated in a distributed manner. Hence the local objective function \(F_i\) of (1) in this scenario can be regarded as:

$$F_i = \frac{1}{2}\|A_ix - b_i\|^2 + \lambda_i^2 \|x\|^2$$  (27)

where \(i\)th sensor node has the knowledge of \(A_i\) and \(b_i\) only.

It can be seen that all the assumptions hold regarding the problem formulation here. With the domain knowledge in seismic tomography, the bounded gradient Assumption 1.5 is also valid in this case.

4.1. Decentralised seismic imaging protocol design

In this subsection, we show the protocol design for the in situ seismic imaging. The proposed protocol is developed by leveraging the FDC algorithm into the distributed sensor network. Assuming the medium is wireless, we are motivated to propose a broadcast-based protocol. It is fast in seismic computing and also aiming to minimise the communication cost. The protocol is illustrated in Algorithm 2.

Algorithm 2: Decentralised Seismic Imaging Protocol (DSIP): For sensor \(i\)

1: Each sensor node \(i\), \(\forall i\) does update on \(y_{(i)}(k)\) (subvector of \(y(k)\) corresponding to node \(i\)) based on Equation (2b).
2: Sensor node \(i\) computes the quantity \(y_{(i)}(k) - \frac{1}{L} \nabla F_i(y_{(i)}(k))\).
3: Sensor node \(i\) broadcasts the quantity \(y_{(i)}(k) - \frac{1}{L} \nabla F_i(y_{(i)}(k))\) and \(x_{(i)}(k-2)\) to all its neighbours within its communication range.
4: Sensor node \(i\) receives neighbours’ values and performs mixing on them (weighted average) according to \(i\)th row of the mixing matrix \(W\).
5: Node \(i\) conducts additional \((\gamma - 1)\) rounds of steps 3–4.
6: Node \(i\) does update on \(z_{(i)}(k-1)\) based on Equation (2a).
7: Node \(i\) does update on \(x_{(i)}(k)\) based on Equation (2c).
8: Node \(i\) does update on \(v_{(i)}(k)\) based on Equation (2d).
9: Repeats steps 1–8 until the maximum number of iterations is reached.
We note that the DSIP protocol is a two-phase process: communication phase and computation phase. The communication stage is carried out in steps 3 and 4. These two steps are implementing the second item in (2a) and the first term in (2c), respectively. Considering the operation $Wx$, it indeed enforces each node to mix neighbours’ values with its own value. For sensor $i$, according to Assumption 1.4, the mixing operation is performed as follows.

$$\sum W_{ij}x_{(j)} \rightarrow x_{(i)}, \forall j \in N_i$$

where $N_i$ denotes the set of neighbours of node $i$ (including itself).

The computation phase consists of steps 1–2 and 6–8. Note that in the whole iteration process, each node only needs one gradient computation and simple matrix (vector) addition operations. This kind of light-weight protocol is feasible and promising in practice, especially in applications such as seismic tomography where computation and energy-wise resource is very limited.

**Discussion:** Other issues may also affect the practical performance of the proposed algorithm. For example, the initialization of $x$. The proposed algorithm guarantees to converge to the true solution with arbitrary initialization. Nevertheless, if we are given the domain knowledge on the possible value or range of the solution $x$, then we can start with a closer solution than certain random value. It will then reach the optimal solution faster in the iterative process.

## 5. Performance evaluation

### 5.1. Experiment settings

In this section, we investigate the performance of the proposed FDC algorithm, particularly on the seismic tomography problem.

The FDC algorithm is studied on three different data sets: 2D synthetic data set, 3D synthetic data set and 3D real seismic tomography data set. The synthetic data sets are also constructed simulating the problem of seismic tomography in sensor network. The proposed scheme is implemented in MATLAB and distributed network emulator named common open research emulator (CORE) and EMANE network emulator.[28,29] The reason they are considered as the development and evaluation platform is that the real sensor nodes in our VolcanoSRI project will be some low-power devices, and CORE and EMANE will allows us to closely emulate the future deployment. Experiments are performed on a PC with an Intel i5-3.0GHZ CPU and 8 GB memory.

Regarding the problem model, we use the regularised least squares model in (26) mentioned in the last section, where the regularisation parameter $\lambda$ is set to 1 in all scenarios. The matrix $A$ and vector $t$ is constructed by stacking the sub-matrices (sub-vectors) of all the nodes. The resolution means the number of blocks along the $x$, $y$ and $z$-axis over the interested region. In each data set, the solution of this ‘centralized’ problem is pre-computed using LSQR method.[30] This centralised solution is used in the convergence measures and seen as the best benchmark for other decentralised algorithms in terms of the tomography result.

In the presenting work, three recent decentralised methods: EXTRA,[19] D-NG & D-NC [10] are compared with our proposed FDC algorithm. For the decentralised formulation, the corresponding parameter $\lambda_i$ for each node $i$ is set to $1/p$, where $p$ is the total number of nodes in the network. The communication networks are generated randomly with certain average node degrees.

We exam the quantitative performance of the decentralised algorithm by using the following three metrics.

1. **Relative error along the iteration number (communication round).** The relative error is obtained by computing $\sqrt{\left(\sum_{i=1}^{m} \|x_{(i)}(k) - x^*_i\|^2\right) / \left(\sum_{i=1}^{m} \|x_{(i)}(0) - x^*_i\|^2\right)}$ in kth iteration where $x^*$ is the pre-computed centralised solution. This metric can show us how close each node’s solution to the ‘optimal’ point on average.
Figure 3. Convergence behaviour comparison in 2-D synthetic seismic data set. (a) is the overview of the experiment environment. (b) is the illustration of average objective value for all the methods and comparison plot in terms of objective value. (c) is the plot of relative error comparing FDC with EXTRA, D-NG and D-NC methods. (d) is the comparison plot in terms of the disagreement measure.

(2) The disagreement quantity \( \| \tilde{x} \| \) along the iteration round. The metric corresponds to the consensus measure discussed in Section 3. It provides the information on how fast the nodes in the network reach consensus (agreement).

(3) Average objective value along the iteration number. The metric is defined as \( \frac{1}{p} \sum_{i=1}^{p} F_i(x(i)(k)) \). Recall that the objective function in (9) is indeed the scaled version of this metric. Hence it is necessary to check how the average objective value decreases.

Notice that the optimization problem (26) we investigate is strongly convex. Thus there is only one unique optimal solution \( x^* \) and all the valid decentralised algorithms should converge to a same point. In general convex case, various methods might converge to different optimal points although the objective function is minimised.

5.2. Synthetic 2-D case

The synthetic 2-D seismic data set is generated by using the code in [31]. A seismic tomography test problem is created with a 2-D square domain. The event sources are located on the right boundary (green dots) and receivers (seismographs) are scattered along the left and top boundary (blue squares).
Figure 4. Tomography result of FDC algorithm in synthetic 2-D data set. Centralised solution in (b) is obtained after running 10 iterations of LSQR method. (c) is the tomography result of FDC algorithm by averaging the solutions of all the nodes in the network after 30 message communications (iterations).

Figure 5. CORE Emulator GUI.

The seismic rays are set to be transmitted from each source to each receiver (red lines) (See Figure 3(a) for illustration).

The square region is partitioned into $32 \times 32$ smaller blocks (the resolution is $32 \times 32$) and we want to estimate the values (slowness) in these blocks (i.e. value of $x$). One twenty-eight events simulated and there are 64 sensor nodes in the network. Hence the dimension of matrix $A$ is $8192 \times 1024$ and $x$ is $1024 \times 1$, $b$ is $8192 \times 1$, accordingly. A 5% gaussian noise is added into the data vector $b$. The size of each submatrix $A_i$, $\forall i$ is $128 \times 1024$. The communication network is constructed such that each node has three immediate neighbours on average. The experiment results are depicted in Figures 3 and 4.

In Figure 3, we can see that the proposed FDC algorithm outperforms the other benchmarks in terms of all the three convergence measures. Note that the curves of FDC have steeper slopes than EXTRA, D-NG and D-NC. It implies that FDC has better convergence rate performance in practice. As
5.3. Synthetic 3-D case

In this subsection, we evaluate the proposed FDC algorithm by demonstrating a simulated seismic data set on a 3-D synthetic model of resolution $32 \times 32 \times 32$. The model contains a magma chamber (low velocity area) in a $10\text{ km}^3$ cube. The number of sensor nodes is set to 100 and they are randomly...
Figure 7. Seismic tomography results of FDC in 3-D synthetic data set. at Layer 22. (a)–(d) are the vertical-sliced results at layer 14. (e)–(h) are the tomography comparison at layer 18. The seismic images related to layer 22 are shown in (i)–(l).

Figure 8. Effect of packet loss in FDC.

distributed on top of the region. Four hundred events are generated and we compute the travel times from every event to each node based on the ground truth, and send the event location and travel time to corresponding node. To simulate the event location estimation and ray tracing errors,
a white Gaussian noise is added to the travel time to construct the sensor node observations (arrival times). Similar as the 2-D case, $A$ is formed as a 40,000 $\times$ 32,768 sparse matrix. For the communication network, each sensor is assumed to have 10 neighbours on average within its communication range.

From Figure 6, we see that FDC converges much faster than the other algorithms in all three measures. An interesting observation is that in both the 2-D and the underlying case, D-NC is slower than EXTRA method while D-NC has a better theoretical convergence rate than EXTRA ($O(1/k^2)$ vs. $O(1/k)$). The reason might be that there are too many consensus communication rounds within each outer loop. The number of consensus rounds in D-NC grows rapidly as the iteration number $k$ increases. These kind of communications might be wasted and unnecessary for fast convergence of algorithm.[10,19]

We also implement the protocol DSIP in C++ and test it in CORE network emulator (See Figure 5 for an example of 3 by 3 grid network in CORE GUI). Each node in the network is allocated a Linux Virtual Machine in the emulation platform. The DSIP protocol is added as a service in each node. All the nodes over the network then start and execute the service in a distributed manner. The workflow of the program is summarised as follows.

1. Node $i$ performs initialization and set up related services.
2. Node $i$ starts a ‘listener’ thread and keeps waiting for the neighbours’ information.
(3) After certain time, the node does the mixing operation according to the solutions received from its neighbours during that period. The mixing parameters $W_{ij}$ (for node $i$) may vary in each iteration depending on how many neighbours’ solutions are actually received by node $i$.

(4) The mixed solution is then used for the following computation phase to do update.

(5) Node $i$ broadcasts the updated information using UDP protocol.

(6) The loop is repeated until the pre-defined number of iterations is reached.

We compare the centralised and decentralised solutions (at iteration 10, iteration 20 and iteration 50). The results are vertical slices along the axes $Y$. In Figure 7, we demonstrate the tomography results at layer 14, layer 18 and layer 22, respectively. An important observation is that at iteration 10, the decentralised solution has began to recovery the envelop of the magma area (shown in the black solid line.). Furthermore, at iteration 50, the decentralised solution is almost visually indistinguishable with the centralised solution. This property empowers FDC-based framework to be a promising solution providing real-time in situ processing, which is desirable in micro-seismic tomography, disaster monitoring and other applications.
The robustness of FDC is evaluated in Figure 8. We test with packet loss ratios 10 and 30% in the emulator. It is clear to see that the distinction between the result without packet loss is relatively small even at the case of 30% packet loss ratio. This validates the fault-tolerantance and robustness of FDC method, especially in applications like seismic tomography, which always suffers from severe packet loss.

5.4. Real data case

In this subsection, we study the performance of the proposed FDC in real 3-D data set. The experiments are based on 10 years (2001–2011) real seismic event data around volcano Mount St. Helens in Washington, USA. The data were collected originally from 78 stations and we construct them into 11 clusters. The cluster heads will form a network which FDC-based protocol would perform on. A sketchy example is shown in Figure 9(a). The size of the $A$ matrix is $18,161 \times 768,000$ and the underlying resolution is $160 \times 200 \times 24$. Notice that the scheme in this case is set to be hierarchical. Each sensor node firstly transmits its data into its cluster head and the cluster heads will then perform the decentralised algorithm to collaboratively solve the problem. The black triangles denotes the cluster heads in the network. The reason we assume this hierarchical processing scheme is that in this case each sub-system is very under-determined (number of rows in $A_i$ is much less than the number of columns). That means each node contains very limited information for reconstructing the whole tomography. By gathering data from nodes into local cluster heads, each head would have reasonable amount of information for the following decentralised computing. It might be better than the fully decentralised version in terms of communication overhead in practice.

Note that unlike synthetic data used in previous section, there is no ground truth in this real data scenario. In other words, the true velocity structure of volcano Mount St. Helens is currently unknown. Hence we focus on the comparison of the proposed methods with centralised processing scheme, which can be seen as a benchmark that fully utilise the data available.

Similar to the previous two data sets, FDC demonstrates better convergence performance in Figure 9. It is worth noting that the relative error (in Figure 9(c)) is higher than the other two cases for certain number of iterations. This is because the decentralised computing problem is ‘harder’ to solve in this real data set.

Figure 10 illustrates vertical slices of tomography model with various depths (along Z-axis). The range of X-axis is from 65 to 95 km, and the range of Y-axis is from 80 to 120 km. The colour in Figure 10 represents the relative velocity perturbation in specific location. More red means larger (negative) value of perturbation. More blue means larger (positive) value of perturbation. It is shown in Figure 10 that FDC (at the solution of 200 iterations) can effectively invert the tomography model close to the benchmark (centralized algorithm) using real data.

6. Conclusion

This paper investigated the decentralised consensus optimization problem where the objective function is the sum of a bunch of convex and differentiable local functions. We proposed a fast decentralised consensus algorithm, which does not require diminishing step sizes. The developed algorithm is then leveraged to solve big data computing problem in seismic tomography. We conducted extensive tests of proposed algorithm on both synthetic and real data sets. The experiment results show that our designed method outperforms the other benchmarks in all cases. The merits of the proposed methods elucidate that they are promising solutions for real-time in situ seismic tomography in the near future.
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Based on linear algebra theory, we can obtain the projection matrix onto the nullspace of matrix $U$ as:

$$P^* = I - U^T (UU^T)^{-1} U$$

Now we express $W$ using its eigendecomposition as $W = Q\Lambda Q^T$, where $Q$ is the matrix containing eigenvectors of $W$ such that $Q = [q_1, q_2, \ldots, q_p]$ and $Q$ is also normalized to be unitary. $\Lambda = \text{diag}\{\lambda_1(W), \lambda_2(W), \ldots, \lambda_p(W)\}$, where $\lambda_i(W)$ is the $i$th largest eigenvalue of $W$ and the corresponding eigenvector is $q_i$.

Recall the definition of $U$ that $UU^T = I - W$. In addition, based on the unitary property of matrix $Q$ and the Woodbury matrix identity,[32] we can have the following deductions:

$$P^* = I - U^T (UU^T)^{-1} U$$
$$= I - U^T (I - W)^{-1} U$$
$$= I - U^T (I - Q\Lambda Q^T)^{-1} U$$
$$= I - U^T \left[I + Q \left(\Lambda^{-1} - Q^T \Lambda^{-1} Q^T\right)^{-1} Q^T\right] U$$
$$= W - U^T Q \left(\Lambda^{-1} - I\right)^{-1} Q^T U$$
$$= W - U^T Q \hat{\Lambda} Q^T U$$

where diagonal matrix $\hat{\Lambda} = \left(\Lambda^{-1} - I\right)^{-1}$. Next, under Assumption 1.4, we can have the following identities.

$$W1 = 1; 1^T W = 1^T.$$  \hspace{1cm} (A3)

Now the proof of the theorem boils down to proving the following equality:

$$W - U^T Q \hat{\Lambda} Q^T U = 11^T / p$$  \hspace{1cm} (A4)

Left-multiply $1^T$ and right-multiply $1$ onto both sides of (A3) yielding:

$$p - 1^T U^T Q \hat{\Lambda} Q^T U 1 = p$$  \hspace{1cm} (A5)
Hence the remaining is to show $1^T U Q \hat{Q}^T U 1 = 0$. Since we have:

$$\|Q^T U 1\|^2 = 1^T U Q Q^T U 1 = 1^T U^T U 1 = 1^T (I - W) 1 = 0$$

implying that $Q^T U 1 = 0$, thus (A5) is valid, which completes the proof of Theorem 2.2.

**Appendix 2. Proof of Theorem 3.1**

We borrow the idea in [10] to prove the theorem. Set the notation that:

$$\Delta(k, u) = \prod_{s=1}^{k+u-1} \begin{bmatrix} 1 + t_{k+s} \hat{W}^T (2 - t_{k+s} - t_{k+s-1}) \hat{W} & (2 - t_{k+s} - t_{k+s-1}) \hat{W} - \hat{W} & (t_{k+s-1} - 1) \hat{W} \\ 0 & 1 & 0 \\ 0 & 0 & 1 \end{bmatrix}$$

and

$$\Theta(k) = \begin{bmatrix} 1/2 \hat{W}^T [\nabla F(y(k)) - \nabla F(y(k + 1))] \\ 0 \\ 0 \end{bmatrix}$$

then by iterating the right-hand side of the state transition Equation (23) (set $\hat{x}(1)^T, \hat{x}(0)^T, \hat{x}(-1)^T = [0, 0, 0]$), we can have

$$\begin{bmatrix} \hat{x}(k + 1)^T, \hat{x}(k)^T, \hat{x}(k - 1)^T \end{bmatrix}^T = \sum_{u=0}^{k} \Delta(k, u + 1) \Theta(u)$$

(B7)

The norm of the $\Theta(u)$ can be upper bounded (by using Assumption 1.5 and the property that the largest eigenvalue of $\hat{W}^T$ is less than 1) since

$$\|\hat{W}^T [\nabla F(y(k)) - \nabla F(y(k + 1))]\| \leq \|\nabla F(y(k))\| + \|\nabla F(y(k + 1))\| \leq 2pG$$

(B8)

To upper bound the norm of $\begin{bmatrix} \hat{x}(k + 1)^T, \hat{x}(k)^T, \hat{x}(k - 1)^T \end{bmatrix}^T$, the next step is then bounding the norm of $\Delta(k, u)$, which boils down to bounding the norm of the following matrix.

$$\begin{bmatrix} 1 + t_{k+1} \lambda_i(\hat{W}) & (2 - t_{k+1} - t_k) \lambda_i(\hat{W}) - \lambda_i(\hat{W}) & (t_{k+1} - 1) \lambda_i(\hat{W}) \\ 0 & 1 & 0 \\ 0 & 0 & 1 \end{bmatrix}$$

(B9)

where $\lambda_i(\cdot)$ denotes the $i$th largest eigenvalue of the underlying matrix. Based on the properties of $\hat{W}^T$ and $\tilde{W}^T$, we can show that the norm of the varying part of (B9) is less than 1. Thus the norm of $\Delta(k, u)$ is decreasing along the iteration number $k$. Finally we can obtain that

$$\sum_{t=0}^{\infty} \|\begin{bmatrix} \hat{x}(s + 1)^T, \hat{x}(s)^T, \hat{x}(s - 1)^T \end{bmatrix}^T\| \leq \infty$$

Furthermore, $\lim_{k \to \infty} \|\begin{bmatrix} \hat{x}(s + 1)^T, \hat{x}(s)^T, \hat{x}(s - 1)^T \end{bmatrix}^T\| = 0$. Theorem 3.1 can be then justified accordingly. Please refer details in [10].