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Abstract—The biomedical signal classification accuracy on motor imagery is not always satisfactory, partially because not all the important features have been effectively extracted. This paper proposes an improved dynamic feature extraction approach based on a time-frequency representation and an optimal sequence similarity measurement. Since the wavelet packet decomposition (WPD) generates more detailed signal variation information and the dynamic time warping (DTW) helps optimally measure the sequence similarity, more important features are kept for classification. We apply the extracted features from our proposed method to Electroencephalogram (EEG) based motor imagery through the OpenBCI device and obtain higher classification accuracy. Compared with traditional feature extraction methods, there is a significant classification accuracy improvement from 83.53% to 90.89%. Our work demonstrates the importance of the advanced feature extraction in time series data analysis, e.g. biomedical signal.

I. INTRODUCTION

Motor imagery helps disabled patients in moving wheelchairs [1], or do more complicated tasks while they have lost the abilities [2]. The electroencephalogram (EEG) is a typical non-invasive procedure for human brain disease diagnosis and disability assistance [1], [3]. Multiple kinds of EEG features have been selected for classification tasks, which mainly includes time domain features [3], frequency domain features [1], [2], [4], [5], and time-frequency domain features [6]–[10].

Power spectral density (PSD) has been used as a frequency domain feature extraction approach [4], [5] for the classification of motor imagery tasks based on EEG signals with an accuracy around 75%. The time-frequency domain feature applies to more aspects of classification tasks, including Epilepsy researches [6], [7], seizure detection [8], [9], and also motor imagery [10]. Time-frequency domain features express both time and frequency domain information, which obviously shows advantages over the features extracted from either domain [11].

To achieve improved classification results, we propose a dynamic time-frequency feature extraction approach applied to EEG signals for motor imagery, which combines a time-frequency representation method named wavelet packet decomposition (WPD) [10] and a dynamic temporal sequence similarity measurement named dynamic time warping (DTW) [12]. We perform quadratic discrimination analysis (QDA) [13] as the classification tool. In Section II, we introduce the basic conceptions about PSD, WPD, DTW and QDA, as well as the modifications we make. Section III describes the experiment dataset, settings, shown in Fig. 1, and classification results. In the end, we conclude the proposed approach and make discussions about the related applications.

Fig. 1: System flow and comparison on feature extraction approaches.

II. METHOD

A. Power Spectral Density

As a common feature extracted from the frequency domain, power spectrum density (PSD) has been studied by biomedical research projects [4], [5]. We use the following equation to calculate the energy PSDΔ under specific band Δ with the range [lΔ, hΔ]:

\[
PSD_{\Delta} = \sum_{f=l_{\Delta}}^{h_{\Delta}} (|\mathcal{F}(f)|^2),
\]

where, the spectrum at frequency f is denoted as \(\mathcal{F}(f)\). We calculate PSD based on \(\mathcal{F}(f)\) in a certain time window, given the lower frequency bound is \(l_{\Delta}\) and the higher bound is \(h_{\Delta}\). We sum the power density from \(l_{\Delta}\) to \(h_{\Delta}\) to get the total power of the band. In each channel, according to [14], [15], we calculate PSD over four bands, respectively 4.5 to 8 Hz for \(\theta\) wave, 8 to 12 Hz for \(\alpha\) wave, 12 to 20 Hz for lower \(\beta\) wave, and 20 to 30 Hz for middle \(\beta\) wave. In Fig. 3, after the fast Fourier transform (FFT) plot, we calculate the PSD for the three events, noted as Event 1, 2, and 3, and plotted the stacked spectrum in black for comparison over...
the three events. Notice that though it can suppress noise, the “vanilla” stacking also smears certain features.

B. Wavelet Packet Decomposition

Either using time domain information or frequency domain information does not provide enough information in features, thus we use the time-frequency domain information as features for machine learning. Wavelet packet decomposition (WPD) is the tool for getting the features in time-frequency domain in this paper.

Assume that we have the input data from channel $C_i$ and the length of time window is $T$. We denote the training dataset as $X_0 = \{x_0^1, x_0^2, ..., x_0^N\}$. For every channel, we use the timing window as the input for WPD. The level of WPD is denoted as $L$, and the total number of band is $2^L$.

The three WPD figures framed with red, green and blue in Fig. 3 are time-frequency representations from WPD with normalized magnitudes. In every sub-figure, the time domain signal is plotted on the top, and the spectrum is plotted on the right side. The figures show the signals vary in both time and frequency domain. WPD is known as an extension of discrete wavelet transform (DWT) [16]. It does not only decompose high frequency components of the signal for every level, but also decomposes low frequency components. And the signals are convolved by wavelets to get the components of the specific band.

C. Dynamic Time Warping

Algorithm 1 DTW

```
1: procedure DTW(a, b)
2: for $p = 1$ to $n$ do
3:       $D(a_p, 0) = \infty$
4:   end for
5: for $q = 1$ to $m$ do
6:   $D(0, b_q) = \infty$
7: end for
8: $D(a_0, b_0) = 0$
9: for $i = 1$ to $n$ do
10:   for $j = 1$ to $m$ do
11:     $d(i, j) = |a_i - b_j|$
12:     $D(a_i, b_j) = d(i, j) + \min \left\{ D(a_{i-1}, b_j), D(a_i, b_{j-1}), D(a_{i-1}, b_{j-1}) \right\}$
13:   end for
14: end for
15: return $D(a_n, b_m)$
16: end procedure
```

The time domain information is not well addressed if we directly use the time-frequency domain features. Under spectral bands, the extracted features are sequences. The actual information of events within the sequences might be similar even when the frequency or offset of the sequences are different, and thus, we apply dynamic time warping (DTW) to calculate an optimal distance between two time series $a$ and $b$ with lengths of $n$ and $m$ respectively, as shown in Fig. 2 [17]. We calculate the optimal distance adaptively for getting maximal similarity between the two sequence data to address the time domain information better than traditional distance metrics. The way we calculate the distance is dynamic programming (DP), and each step of calculation in DP is shown in the Algorithm 1 [17].

Our next step is to use DTW as a constraint on features in QDA.

D. QDA with DTW Constraint

Quadratic discrimination analysis (QDA) [13] is a classification model based on the estimation of probabilities of classes. We assume that the dataset from every label follows a Gaussian distribution, and the joint distribution is calculated as:

$$f_k(x) = \frac{1}{(2\pi)^{d/2}\left|\Sigma_k\right|^{1/2}}e^{-\frac{1}{2}(x - \mu_k)^T\Sigma_k^{-1}(x - \mu_k)},$$

where $f_k(x)$ is the probability density for class $k$ at input $x$, which is the features extracted from the training data. Then we denote the dimension as $l$, mean over dimensions as $\mu_k$, covariance matrix as $\Sigma_k$, and prior probability as $\pi_k$. Note that in order to classify the input into the label $k$, $P(G = k|X = x)$ should be highest among all classes, where $P$ is the probability when input $X$ is $x$, and the result of classification $G$ is $k$. $P$ is calculated via Bayes rule, and the detailed equation is:

$$P(G = k|X = x) = \frac{f_k(x)\pi_k}{\sum_{i=1}^{K} f_i(x)\pi_i}.$$  \hspace{1cm} (3)

Then the classification result based on the maximum of probability is calculated by the following equation:

$$\hat{G}(x) = \arg\max_k Pr(G = k|X = x)$$
$$= \arg\min_k (x - \mu_k)^T\Sigma_k^{-1}(x - \mu_k) + \ln|\Sigma_k| - 2\ln\pi_k,$$

which finishes the classification process as the output of the model.

In our approach, we use DTW features as constraints in the QDA model for classification. For every channel, we use the features under different bands. On time windows of every band, we apply DTW to dynamically calculate their optimal distances to the average of the specific band over whole training dataset as a feature. And after getting the optimized distance by DTW, we specify a weight $\alpha$ in the constraint of WPD features from DTW results. Then we evaluate the classification performance based on the constrained features. Mathematically, the new extracted features are denoted as
Fig. 3: Dynamic time-frequency feature extraction illustration. We use three consecutive events in Channel 1 (CH 1) as an example. In every time window associated with an event specified with red, green and blue frames, respectively, one sliding window with a length of 80 sample points is analyzed. We first plot the time series data in different colors. Through Fourier transform, we obtain the spectra of the events, based on which the black curve in the bottom left corner is the stacked spectrum. PSD then is calculated from the stacked spectrum. In another approach, WPD is applied to generate the time-frequency distributions, shown in the center. Keeping the temporal characteristics, we adopt a two level WPD with four spectral bands, $0 - 7.5$ Hz, $7.5 - 15$ Hz, $15 - 22.5$ Hz and $22.5 - 30$ Hz. If we use a “vanilla” stacking method for training WPD features, some important dynamic features will disappear, like the spectral information loss in the PSD calculation. To overcome the disadvantages of PSD in lacking temporal information as well as WPD in blurring dynamic patterns, we apply DTW in the feature extraction. Here, a DTW stacking example demonstrates the benefit from adaptive sequence similarity measurement. Compared with the two previous feature extraction approaches, the combination of WPD and DTW represents time-frequency patterns without losing important information during the stacking.

$$D = [D_1, D_2...D_{C2L}]^T$$ with level $L$, and the constraint is added as:

$$y = [x; \alpha D]^T,$$

and with the constraint added, we calculate the classification result $\hat{G}_y(y)$ in the following equation:

$$\hat{G}_y(y) = \arg \min_k (y - \mu_{ky})^T \Sigma_{ky}^{-1} (y - \mu_{ky}) + ln|\Sigma_{ky}| - 2ln\pi_k,$$

where $\mu_{ky}$ is the mean and $\Sigma_{ky}$ is the covariance matrix for the constrained input denoted as $y$.

III. MOTOR IMAGERY APPLICATION

A. Dataset and Preprocessing

We collected the data from OpenBCI 16 channel headsets [18], and conditioned them to exactly 250 Hz for the feature extraction methods. A band-pass filter between 3 and 30 Hz is then applied to suppress interferences. The data collection consists of 15 random trials of tasks imagining of moving left or right hands for continuous 4 seconds, and between each trial, the subject was asked to rest for 6 seconds. The subject is asked to perform the experiments in the common lab space with no other interference.

B. Feature Extraction Comparison

TABLE I: Confusion matrix based on PSD features.

<table>
<thead>
<tr>
<th></th>
<th>Rest</th>
<th>Left</th>
<th>Right</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rest</td>
<td>88.02% (18487)</td>
<td>6.69% (1405)</td>
<td>5.29% (1111)</td>
</tr>
<tr>
<td>Left</td>
<td>15.23% (993)</td>
<td>73.94% (4819)</td>
<td>10.83% (706)</td>
</tr>
<tr>
<td>Right</td>
<td>11.48% (674)</td>
<td>10.43% (613)</td>
<td>78.09% (4589)</td>
</tr>
</tbody>
</table>

We evaluate the three approaches on the dataset for comparison, as shown in Fig. 1. The evaluations are based on 5-fold cross-validation. In the first experiment, we apply PSD features, and use four bands as specified in [14], [15]. We visualize the stacked features from the three experiments in Fig. 3. The classification accuracy based on PSD features is 83.53%, which is similar to the previous research results mentioned in [4]. The detail of confusion matrix can be found in Table I. The notation of the classification result is $\hat{G}$, and the ground truth is noted as $G$. 

$$\mathbf{D} = [D_1, D_2...D_{C2L}]^T$$ with level $L$, and the constraint is added as:

$$y = [x; \alpha D]^T,$$

and with the constraint added, we calculate the classification result $\hat{G}_y(y)$ in the following equation:

$$\hat{G}_y(y) = \arg \min_k (y - \mu_{ky})^T \Sigma_{ky}^{-1} (y - \mu_{ky}) + ln|\Sigma_{ky}| - 2ln\pi_k,$$

where $\mu_{ky}$ is the mean and $\Sigma_{ky}$ is the covariance matrix for the constrained input denoted as $y$. 

III. MOTOR IMAGERY APPLICATION

A. Dataset and Preprocessing

We collected the data from OpenBCI 16 channel headsets [18], and conditioned them to exactly 250 Hz for the feature extraction methods. A band-pass filter between 3 and 30 Hz is then applied to suppress interferences. The data collection consists of 15 random trials of tasks imagining of moving left or right hands for continuous 4 seconds, and between each trial, the subject was asked to rest for 6 seconds. The subject is asked to perform the experiments in the common lab space with no other interference.
We further evaluate the feature extraction approach using WPD. The classification accuracy is 88.31%, which outperforms the performance of PSD features by 5%. Table II shows the details for this approach evaluation. The usage of time domain information from WPD is the reason of the improvement, compared with PSD approach.

TABLE II: Confusion matrix based on WPD features.

<table>
<thead>
<tr>
<th>$G_i\backslash G_f$</th>
<th>Rest (19211)</th>
<th>Left (5335)</th>
<th>Right (650)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rest</td>
<td>91.47%</td>
<td>4.81%</td>
<td>3.72%</td>
</tr>
<tr>
<td>Left</td>
<td>82.18%</td>
<td>11.18%</td>
<td>6.67%</td>
</tr>
<tr>
<td>Right</td>
<td>5.19%</td>
<td>87.93%</td>
<td>1.81%</td>
</tr>
</tbody>
</table>

Then we use the DTW extracted features with a weight $\alpha$ as the constraint of QDA, the accuracy of classification result $\hat{G}_i$ improves further to 90.89%. Table III is the confusion matrix for this experiment and the accuracy is especially high for distinguishing left and right. The misclassification rate between them is about 1.5%. This improvement comes from the application of DTW, which makes additional usage of time information in actual motor imagery events like “left” and “right” in our experiments.

TABLE III: Confusion matrix based on constrained features in QDA.

<table>
<thead>
<tr>
<th>$G_i\backslash G_f$</th>
<th>Rest (19372)</th>
<th>Left (5816)</th>
<th>Right (630)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rest</td>
<td>92.24%</td>
<td>4.90%</td>
<td>2.87%</td>
</tr>
<tr>
<td>Left</td>
<td>89.23%</td>
<td>18.1%</td>
<td>1.81%</td>
</tr>
<tr>
<td>Right</td>
<td>10.63%</td>
<td>1.43%</td>
<td>87.93%</td>
</tr>
</tbody>
</table>

IV. DISCUSSIONS AND CONCLUSIONS

Our experiments show that dynamic features extracted from the time-frequency domain bring considerable classification accuracy improvement for motor imagery tasks. The reason behind is not complicated, employing more valuable information is always beneficial. The main question asked in pattern recognition tasks remains what are the intrinsic features and how to extract them. In this study, WPD attains both time and frequency domain information, which brings more available features. The only adaptive operation we adopted is the dynamic calculation of the similarity of two sequences which minimizes the errors brought from the dislocations between two sequences. Though, we did not specify the actual bands we intend to use, the classification results are already better. To further improve the accuracy, one promising research topic would be isolate the effective band of every brain wave adaptively.

In this study, we first extended the frequency domain features into time-frequency domain features, which improved the classification accuracy by around 5%, and then use DTW constraint in QDA classification, which improved accuracy again by about 3%. Our proposed approach of dynamic time-frequency feature extraction produces high accuracy. Because our approach solves a general problem in biomedical signal classification, we expect its wide applications would impact a variety related tasks in areas such as brain decoding. By applying the dynamic time-frequency feature extraction, our algorithm reduces the computational cost compared to deep models, and thus is available to limited computation source devices for real applications.
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